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ABSTRACT 

Building reliable multivariable regression models is a major concern in many application areas, when one or more of 

the predictor(s) is/are continuous, the question arises of how to represent the relationship meaningfully following 

substantive background knowledge. In this paper, we review and present in epidemiological context polynomial 

regressions splines with applications in real-life clinical data. We also investigate if the added complexity of the spline 

regression models is justified by a significantly better fit (under certain conditions). Assumptions of constant variance, 

zero mean and many other properties were examined using residual versus fitted values plot. We imposed the 

assumption of no discontinuity at the spline knot respectively. Following the outcome of the scattered plot of survival 

time data for cancer patients, our data structures follow a quadratic relationship, based on all criteria. Also, the cubic 

polynomial regression model and cubic spline revealed that indeed the regression diagnostic tools such as the Normal 

Q-Q plot do not show a serious departure from the normality assumption. However, by assessing the contribution of 

the cubic effect parameter, the cubic model is inadequate to fit the data, Hence, employing regression diagnostics 

visualization plot/ techniques alone for assessing the quality of the fit of the data to a model is good but not sufficient 

enough to judge the suitability and adequacy of a model. 
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INTRODUCTION 

Polynomial regression is a higher order form of linear 

regression in which the relationship between the 

independent variable X and the dependent variable Y is 

modeled as an nth order polynomial. Polynomial 

regression analysis consists of techniques for modeling 

the relationship between a dependent variable (also 

called response variable) and one or more independent 

variables (also known as explanatory variables or 

predictors) and the error term. The random error term 

represents variation in the dependent variable 

unexplained by the function of the dependent variables 

and coefficients [1]. Spline smoothing involves 

modeling a regression function as a piecewise 

polynomial with a high number of pieces relative to the 

sample size [2]. Splines are piecewise polynomials of 

order m, the joint points of the pieces are usually called 

knots (such as specific date, structural changes, e.t.c.). 

Strategies are required for knot selection and location 

which can be accomplished by various methods. One 

may use predetermined knots, natural division points, or 

visually inspect the data. There are also other (more 

complex) methods, such as nonlinear least squares 

methods, for knot selection [3]. Polynomial regression 

may be considered a special case of spline regression 

with no knots, [4, 5, 6]. If however, the piecewise linear 

model is not smooth at the knots, we replace the basis of 

linear functions with a basis of splines, that is a basis of 

functions with continuous first derivatives or still more 

regularity first and second derivatives continuous), [7]. 

The model is best used in situations where the analyst 

discovered that curvilinear effects are present in the true 

response function. Also, in approximating function for 

unknown and possible very complex nonlinear 

relationships. [8] suggested using spline regression (and 

fractional polynomial regression) as an alternative to 

categorical analysis for dose-response and trend 

analysis, stating that categorical analysis does not make 

use of within category information and is based on an 

unrealistic model for dose-response and trends. 

Univariate polynomial splines are piecewise 

polynomials in one variable of k- degree with function 

values and first k-1 derivatives that agree at the points 

where they join. The joint points (or abscissa values) 

that mark one transition to the next are referred to as 

break points, interior knots, or simply knots [3, 6]. Knots 

give the curve freedom to bend and more closely follow 

the data. Splines with few knots are generally smoother 

than splines with many knots; however, increasing the 

number of knots usually increases the fit of the spline 

function to the data. [9]. Spline functions have been 

applied to medical and epidemiological investigations 

such as survival analysis, linear dose-response 

problems, latency patterns, and data smoothing (to 

detect trends) as well as other studies. An Example of 

such is an assessment of mortality in colon cancer using 

survival analysis methods. [10] used restricted cubic 

splines to model time-by-covariate interactions. A 

penalized spline method was applied to a cohort study 
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of autoworkers exposed to metalworking fluids to 

examine the linearity assumption for prostate and brain 

cancer mortality [11]. In a study to estimate longitudinal 

immunological and virologic markers in HIV patients 

with individual antiretroviral treatment strategies, 

Brown et al. [12] proposed univariate and bivariate 

cubic smoothing splines to fit CD4+ count and plasma 

viral load. Wu [13] applied spline regression to dose-

response in epidemiology analysis in observational data, 

He however showed that spline can serve as a useful 

mechanism for viewing structural change in a 

continuous regression model, He also used restricted 

cubic spline to check nonlinearity and the overall trend 

in nutritional epidemiology. The research work by 

Fuller [14] discussed generally linear and quadratic 

polynomial in two variables and indicated how to test 

for the significance of spline terms. He illustrated their 

uses in a fertilizer experiment in which corn yield was 

written as a function of nitrogen and phosphorus in a 5 

* 5 experimental design. Royston and Sauerbrei [15] 

research work also use spline regression to discuss 

issues in modeling a single risk variable, he adopted a 

cubic spline to fit a model on alcoholic consumption as 

a risk factor for oral cancer. Splines regression with 

fixed knot however is straightforward ordinary least 

square regression. Deciding on the number of knots and 

the degree of the polynomial pieces is still a problem 

from the statistical point of view. Wold [16], gave 

several examples of how splines with fixed knot(s) can 

be used as an advantage as a data fitting tool. He 

suggested that there should be as few knots as possible, 

with at least four or five data points per segment. 

Considerable caution should be exercised here because 

the great flexibility of spline functions makes it very 

easy to overfit the data, furthermore, he also suggested 

that there should be no more than one extreme point 

(maximum of minimum) and one point of inflection per 

segment. He restricted himself to cubic polynomial 

because of the lower degree. The basic cubic spline 

model can easily be modified to fit polynomials of 

different order such that in each segment one can impose 

different continuity restrictions at the knot. A potential 

disadvantage of this method is that the X'X matrix 

becomes ill-conditioned, [17]. Thurston et al. [11] 

applied penalized spline methodology to a cohort study 

of autoworkers exposed to metalworking fluids to 

examine the linearity assumption for prostate and brain 

cancer mortality. Sometimes a low-order polynomial 

provides a poor fit to the data, but increasing the order 

of the polynomial modestly does not seems to help, 

symptoms of this are the failure of the residual sum of 

squares to stabilize or residual plots that exhibit 

remaining unexplained structure, the problem may occur 

when the function behaves differently in different parts 

of the range of X, and as the order the polynomial 

increases, the matrix X’X becomes ill-condition, which 

means the matrix inversion calculation will be 

inaccurate and considerable error may be introduced 

into the parameter estimate [18], which could create 

strong multicollinearity between the different basis of X. 

In this paper, we review and present in epidemiological 

context polynomial regressions splines and also 

encourage good practice in the regression analyses. We 

aim to highlight the statistical problem that is caused if 

a regression model adequately reflects the true 

relationship between the response variable and 

independent variables. We also investigate if the added 

complexity of the spline regression models is justified 

by a significantly better fit (under certain conditions) 

than a regression model. Although, problem(s) may 

arise when a function behaves differently in different 

parts of the range of X (independent variable), as well as 

when the order of the polynomial increases.  

 

MATERIALS AND METHODS 

A function f:[a,b] – R is called a polynomial spline of 

degree 𝑚 ≥ 0 with knots a =𝑡1 < 𝑡2  < … < < 𝑡𝑛 = 𝑏, 

if it fulfills the following conditions : 

1. f(x) is (m-1) – times it is continuously 

differentiable, the special case of m=1 

corresponds to f(x) being continuous but not 

differentiable. 

2. f(x) is a polynomial of degree m on the interval 

(< 𝑡𝑗 ,   𝑡𝑗 + 1 ) define by knots. 

Quadratic and cubic polynomial regressions 

Consider a polynomial regression models with one 

variable,   

𝑦 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝜀                                       

                        &                            (1)  

 

  𝑦 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽3𝑥

3 + 𝜀 
These models are called second-order and third-order 

models in one variable, sometimes called a quadratic 

and cubic regression model, 𝑦 is called the dependent 

variable, 𝑎𝑛𝑑 𝑥 𝑖𝑠 the independent variable. 𝛽0, when 

all explanatory variables are zero's, is the intercept of the 

regression line, 𝛽1the linear effect parameter, 𝛽2 is the 

quadratic effect parameter, 𝛽3 is the cubic effect 

parameter, and 𝜀 is the error term. It is usually assumed 

that error 𝜀 is normally distributed with E (𝜀) = 0 and a 

constant variance. Variance (𝜀) =𝜎2 in the regression 

model. 
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Piecewise quadratic and piecewise cubic polynomial 

regressions 

An important special case of practical interest involves 

fitting piecewise quadratic and cubic regression models. 

This can be treated using quadratic and cubic splines. 

For example, 

suppose that there is a single knot t, say, with continuous 

first, second, and third derivatives. 

 

The resulting quadratic spline model is given as  

 

𝑦 = 𝛽𝑜 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽21(𝑥 − 𝑡)+

2 + 𝜀(2) 
 

Now if x ≤ t, the quadratic spline model equals the 

quadratic polynomial regression model, 

𝐸(𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 

 

and if x > t, the model is 

𝐸(𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽21(𝑥 − 𝑡)

2 

= (𝛽0 − 𝛽21𝑡
2) + (𝛽1 + 2𝛽21𝑡)𝑥 + (𝛽2 − 𝛽21)𝑥

2(3) 

 where:   

(𝛽0 − 𝛽21𝑡
2) is the new intercept, 

(𝛽1 + 2𝛽21𝑡) is the new linear effect parameter, 

(𝛽2 − 𝛽21) is the new quadratic effect parameter. 

The resulting cubic spline model is given as  

 

2 3 3

0 1 (2) 3 31( ) 4y x x x x t     += + + + + − + ( )  

Now if x ≤ t, the cubic spline model equals the cubic 

polynomial regression model, 

𝐸(𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽3𝑥

3 

and if x > t, the model is 

𝐸(𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽21(𝑥 − 𝑡)

2 

= (𝛽0 − 𝛽21𝑡
2) + (𝛽1 + 2𝛽21𝑡)𝑥 + (𝛽2 − 𝛽21)𝑥

2(3) 

 where:   

(𝛽0 − 𝛽21𝑡
2) is the new intercept, 

(𝛽1 + 2𝛽21𝑡) is the new linear effect parameter, 

(𝛽2 − 𝛽21) is the new quadratic effect parameter. 

The resulting cubic spline model is given as  

 

2 3 3

0 1 (2) 3 31( ) 4y x x x x t     += + + + + − + ( )  

Now if x ≤ t, the cubic spline model equals the cubic 

polynomial regression model, 

𝐸(𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽3𝑥

3 

and if x > t, the model is 

 

 

𝐸(𝑦) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽3𝑥

3 + 𝛽31(𝑥 − 𝑡)
3  

= (𝛽0 − 𝛽31𝑡
3) + (𝛽1 + 3𝛽31𝑡

2) 𝑥 + (𝛽2
− 3𝑡𝛽31) 𝑥

2+(𝛽3 + 𝛽31) 𝑥
3 (5) 

where: 

(𝛽0 − 𝛽31𝑡
3) is the new intercept, 

(β1 + 3β31t
2) is the new linear effect parameter, 

(𝛽2 − 3𝑡𝛽31) is the new quadratic effect parameter, 

(𝛽3 + 𝛽31) is the new cubic effect parameter. 

 

Generalization of quadratic and cubic splines 

Suppose we extend quadratic and cubic spline 

regressions from a single knot with no continuity 

restriction at the knot to q knots, then a projection of 𝑦 

on its basis remains to estimate a piecewise quadratic 

and cubic models as follows, 

𝑦 = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 +∑ 𝛽2𝑖(𝑥 − 𝑡𝑖)+

2𝑞
(𝑖=1) + 𝜀  and 

 

𝑦 = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽3𝑥

3 + ∑ 𝛽3𝑖(𝑥 − 𝑡𝑖)+
3

𝑞

(𝑖=1)

+ 𝜀(6) 
where 𝜀 is the random error term and  

(𝑥 − 𝑡𝑖)+ = {
(𝑥 − 𝑡𝑖) , 𝑖𝑓( 𝑥 − 𝑡𝑖) > 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

where (𝑥 − 𝑡𝑖)+ = max(0, 𝑥 − 𝑡), which means it 

measures the distance from the point 𝑥 = 𝑡 on the right 

side of 𝑡  and is set to zero for any value of 𝑥 below the 

knot location. 

 

Penalized quadratic and cubic splines 

Let us consider the models 

(x)

(x) (7)

y m

y



 

= +

= +
 

with  

𝑚(𝑥) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 +∑𝛽2𝑖(𝑥 − 𝑡𝑖)+

2

𝑞

𝑖=1

 

(quadratic spline basis; q knots) and  

𝜏(𝑥) = 𝛽0 + 𝛽1𝑥 + 𝛽(2)𝑥
2 + 𝛽3𝑥

3 +∑𝛽3𝑖(𝑥 − 𝑡𝑖)+
3

𝑞

𝑖=1

 

(cubic spline basis; q knots), the ordinary least-squares 

can be written as    

�̂� = 𝑿�̂� where �̂�minimizes (𝑦 − �̂�)2 with 

�̂� = (𝛽0, 𝛽1, 𝛽2 , 𝛽3, 𝛽31, 𝛽32, … , 𝛽3𝑞  )
𝑻  with 

 

𝑋 =

(

 

1 𝑥1 (𝑥1 − 𝑡1)+ ⋯ (𝑥1 − 𝑡𝑞)+
1 𝑥2 (𝑥2 − 𝑡1)+ ⋯ (𝑥2 − 𝑡𝑞)+
⋮ ⋮ ⋮ ⋮ ⋮
1 𝑥𝑛 (𝑥𝑛 − 𝑡1)+ ⋯ (𝑥𝑛 − 𝑡𝑞)+)

  

 

Unconstrained estimation of(𝛽21, 𝛽22, … , 𝛽2𝑞  ) and 

(𝛽31, 𝛽32, … , 𝛽3𝑞  )leads to a wiggly fit. 
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For judicious choice of 𝑀, a constraint of the type 

∑ 𝛽2𝑖 < 𝑀
𝑞
𝑖=1  and ∑ 𝛽3𝑖 < 𝑀

𝑞
𝑖=1 may rectify this 

situation and lead to a smoother fit to the scatter plot. If 

we define the (𝑞 + 3) ∗ (𝑞 + 3) matrix for quadratic 

spline and (𝑞 + 4) ∗ (𝑞 + 4) for cubic spline. 

𝐷 =

(

 
 
 
 

0       0      0     0     0   ⋯   0
0       0      0     0     0   ⋯   0
0       0      0     0     0   ⋯   0
0       0      0     1     0   ⋯   0
0       0      0     0     1   ⋯   0

⋮⋮⋮⋮⋮⋱⋮
0       0      0     0     0   ⋯   1)

 
 
 
 

   

 

  

and    

  

 

 

𝐷 =

(

 
 
 
 

0       0      0     0     0   ⋯   0
0       0      0     0     0   ⋯   0
0       0      0     0     0   ⋯   0
0       0      0     0     0   ⋯   0
0       0      0     0     1   ⋯   0

⋮⋮⋮⋮⋮⋱⋮
0       0      0     0     0   ⋯   1)

 
 
 
 

 

 

= (
𝟎3∗3𝟎3∗𝑞
𝟎𝑞∗3𝑰𝒒∗𝒒

),                   = (
𝟎4∗4𝟎4∗𝑞
𝟎𝑞∗4𝑰𝒒∗𝒒

), 

 

the minimization problem can be written as 

 

min(𝑦 − �̂�)2 

with respect to (𝜷𝒕𝑫𝜷) 
or 

(∑ 𝛽2𝑖
2 < 𝑀)

𝑞
𝑖=1 or (∑ 𝛽3𝑖

2 < 𝑀)
𝑞
𝑖=1  

 

which is equivalent to choosing 𝛽 to minimize  

(𝑦 − �̂�)2 +  λ∑𝛽2𝑖
2

𝑞

𝑖=1

 

or  

(𝑦 − �̂�)2 +  λ∑𝛽3𝑖
2

𝑞

𝑖=1

 

for some λ ≥ 0. Thus having the solution of  

 

𝛽λ ̂ = (𝑿
𝑻𝑿𝛌𝐃)−𝟏𝑿𝑻𝒚. 

 

       The term 

   

λ∑ 𝛽2𝑖
2𝑞

𝑖=1   or 

λ∑𝛽3𝑖
2

𝑞

𝑖=1

 

 

is called a roughness penalty because it penalizes fits 

that are too rough, thus yielding a smoother result. The 

amount of smoothing is controlled by (the smoothing 

parameterλ). Provided the knots cover the range of 𝑥𝑖 's 

values reasonably well, their number and positioning do 

not do much difference to the result. However, λ has 

quite a big effect. 

 

Q-Q plot 

Q–Q plots are commonly used to compare a data set to 

a theoretical model. It provides an assessment of 

"goodness of fit" that is graphical, rather than reducing 

to a numerical summary or comparing two theoretical 

distributions to each other. Since Q–Q plots compare 

distributions, there is no need for the values to be 

observed as pairs, as in a scatter plot, or even for the 

numbers of values in the two groups being compared to 

be equal. 

Analysis of variance test 

Analysis of variance approach can be used to test the 

significance of regression, it is based on partitioning of 

the total variability in the response variable 𝑦. 

To obtain this partitioning, we begin with the identity  

(𝑦𝑖 − 𝑦 ) = (𝑦�̂� − 𝑦 ) + (𝑦𝑖 − 𝑦�̂�) 
  where  

𝑦 = 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒,  
�̅� = 𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝑦𝑖  𝑎𝑛𝑑  
𝑦�̂� = 𝑓𝑖𝑡𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑦𝑖  
 

Data presentation and analysis for quadratic and 

quadratic spline regression 

Data on Survival time for six types of patients [19], 

types of cancers are stomach, colon, bronchus, rectum, 

bladder, and kidney. The assigned factor is Age and the 

dependent variable is mean survival time after all 

treatment ceased for the patient's 10g/day ascorbic 

vitamin C matched controls. The data can be found at 

https://bit.ly/3gknbAd. Judging from Figure 1, the graph 

is highly peaked (leptokurtic) in nature with normal, but 

still, gives a suspicion on the normality assumption. 

Also, from Figure 2, the curve is rightly skewed, an 

example of rightly skewed distribution is Exponential 

distribution, Weibull distribution, etc. 

 

 

 

 

Position of knots 

Without the imposition of continuity condition, then two 

knots were chosen to allow the function to vary on up to 

three segments for the data structure. The placement of 

the knots was at 𝑡 = 58 and 𝑡 = 70 for the Age-Mean 

survival data, and  𝑡 = 𝑀𝑎𝑟𝑦𝑙𝑎𝑛𝑑(17.7) and 𝑡 =
𝑇𝑒𝑛𝑛𝑒𝑠𝑠𝑒𝑒 (22.6)  for the Oral-Mortality data, which 

creates nearly three equal intervals) between each data 

https://bit.ly/3gknbAd
https://bit.ly/3gknbAd
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set. This was done to keep the number of observations 

within each segment approximately the same. 

RESULTS AND DISCUSSION 

We may easily compare the quadratic spline model with 

the quadratic polynomial regression. Quadratic 

polynomial regression contains fewer parameters and 

would be preferred to the quadratic spline model if it 

provides a satisfactory fit. The quadratic polynomial 

regression is given as   

y =  𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝜀  

and the least-square fit is 

�̂�=  65.77 − 2.83𝑥 − 0.04𝑥2 

Quadratic spline model 

The cubic spline model using two knots at 𝑡1 = 58  and 

𝑡2 = 70  given as 

 

𝑦 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2+𝛽21(𝑥 − 58)+

2+𝛽22(𝑥 − 70)+
2

+ 𝜀 
 And the least-squares fit is 

�̂� = −50.98 + 2.20𝑥 − 0.02𝑥2 + 0.15 (𝑥 − 58)+
2  

− 0.18(𝑥 − 70)+
2   

Regression diagnostics for quadratic polynomial and 

quadratic spline regression models 

Regression diagnostics provide visualization techniques 

for assessing the quality of the fit of the data to a model. 

Residuals vs. Fitted plot help to identify patterns in 

residuals. Normal Q-Q plots help assess the normality of 

the residuals. A scatter diagram shown in Fig.3 of these 

data displays knowledge of the quadratic relationship 

and reasonably suggests that a quadratic model may 

adequately describe the relationship between the age and 

mean survival time data for the cancer patients. From 

quadratic polynomial regression, a plot of the residuals 

versus the fitted. Fig. 4 does not reveal a serious 

departure from assumptions, we do not seriously 

question the normality assumption, so we conclude that 

the quadratic model is adequate to fit the data. 

The Normal Q-Q plot for the quadratic model 

in Figure 5 shows a slightly wiggle head, the normality 

assumption is likely to sound. For the objective 

approach, we also investigate the quadratic effect 

parameter by testing the null hypothesis 𝐻0: 𝛽2 = 0, 

using the extra sum of squares method. The regression 

sum of squares for the q spline is 𝑆𝑆𝑅 (
𝛽2

𝛽1
, 𝛽0) = 1906.3 

with one degree of freedom.  

𝐹0 = 
𝑆𝑆𝑅(

𝛽2
𝛽1
,𝛽0)

𝑀𝑆𝑅𝑒𝑠
  

  =  
1906.3

31.8
=   59.95 ,  𝐹1,60,0.95 = 4.00 on 1 and 

60df. We reject the formulated belief that 𝛽2 = 0, and 

conclude that the quadratic regression model provides a 

better fit. 

However, in quadratic spline regression, the 

plot of residuals against the fitted value in Fig.6 is mildly 

disturbing, it revealed a not-too-serious away from 

assumption compared to quadratic polynomial 

regression. The Normal QQ-plot of the residuals in Fig.7 

shows a slight deviation from normality, namely hardly 

any tail events. This is not as serious as the Normal QQ-

plot of the residuals for quadratic polynomial regression 

Figure 5. 

The result of our investigation on the 

contribution of the quadratic spline effect to the model 

shows that  
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(i.e 𝐻0: 𝛽21 = 𝛽22 = 0, using the extra sum of square 

method). The regression sum of squares for the 

quadratic spline is 𝑆𝑆𝑅 (
𝛽21,𝛽22

𝛽0
, 𝛽1, 𝛽2) = 789.5 with 

two degrees of freedom. 

 Since 𝐹0 = 
𝑆𝑆𝑅(

𝛽21,𝛽22
𝛽0

,𝛽1,𝛽2)

𝑀𝑆𝑅𝑒𝑠
  = 

789.5

19.2
=   41.12 , and  

 𝐹2,58,0.95 ≈ 4.00 ,  

We reject the null hypothesis that:  𝛽21 = 𝛽22 = 0, and 

conclude that the quadratic spline regression provides a 

better fit. 

 

Data presentation and analysis for cubic and cubic 

spline regression 

Table B shows the Oral-Mortality rate 

(https://bit.ly/3aSyQW4)  through cigarette 

consumption by states for the year 2006 in the United 

States, 44 states were taken into consideration and a task 

free on the risk factor was listed first. From Figure 8, the 

graph is highly peaked (leptokurtic) in nature with a 

normal shape (mesokurtic), a suspicion of normality 

assumption is embedded within. 

 

Cubic polynomial regression 

We may easily compare the cubic spline model with the 

cubic polynomial regression. Cubic polynomial 

regression contains fewer parameters and would be 

preferred to the cubic spline model if it provides a 

satisfactory fit.  

  

https://bit.ly/3aSyQW4
https://bit.ly/3aSyQW4
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The cubic polynomial regression is given as  

 y =  𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽3𝑥

3 + 𝜀 

and the least-square fit is 

�̂�=0.6989 + 0.3632𝑥 − 0.0242𝑥2 + 0.0005𝑥3 

Cubic spline model 

The cubic spline model using two knots at 𝑡1 = 17.7  

and 𝑡2 = 22.6  given as 

𝑦 = 𝛽𝑜 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝛽3𝑥

3 + 𝛽31(𝑥 −17.7)+
3

+ 𝛽32(𝑥 − 22.6)+
3 + 𝜀 

and the least-squares fit is 

�̂� = −4.3713 + 1.40𝑥 − 0.09𝑥2 + 0.0019𝑥3

− 0.0016(𝑥 −17.7)+
3

− 0.0013(𝑥 −22.6)+
3  

 

Regression diagnostics for cubic polynomial and 

cubic spline regression models 

A scatter diagram shown in Fig.9 of this data display a 

knowledge of the cubic relationship and reasonably 

suggests that a cubic model may adequately describe the 

relationship between cigarette consumption by states 

and oral mortality rate, it revealed an S shape if viewed 

in a North-South direction. For the cubic polynomial 

regression model, a plot of the residuals versus the fitted 

in Fig.10 revealed a serious departure from assumptions, 

we seriously question the normality assumption, so we 

conclude that the cubic polynomial is an inadequate 

model for the Oral-Mortality data. 

The Normal Q-Q plot for cubic polynomial in 

Fig. 11 shows a slightly wiggle head and tail normality 

assumption is likely to sound. 

 
 

 

 

 

 

For the objective approach, we also investigate the cubic 

effect parameter by testing the null hypothesis  𝐻0: 𝛽3 =
0, using the extra sum of the square method. The 

regression sum of squares for the cubic polynomial 

regression model is  

𝑆𝑆𝑅 (
𝛽3,

𝛽0
, 𝛽1, 𝛽2) = 0.1314 with 1 degree of freedom.  

𝐹0 = 
𝑆𝑆𝑅(

𝛽3,
𝛽0
,𝛽1,𝛽2)

𝑀𝑆𝑅𝑒𝑠
  =  

0.1314

0.0468
=   2.808 ,  

𝐹1,40,.95 ≈ 4.08 on 1 and 40 DF, we do not reject the 

formulated belief that 𝛽3 = 0 and conclude that the 

cubic polynomial regression does not provide a better 

fit. However, in cubic spline regression, the plot of 

residuals against the fitted value in Fig.12 has more 

observations outside zero, revealing a serious departure 

from the assumption, hence, cubic spline also does not 

provide an adequate fit to the data. 

The Normal Q-Q plot for cubic spline in Fig. 13 shows 

a slight deviation from normality, namely hardly any tail 

events. 

 The regression sum of squares for the cubic spline is 

0.02393 with 2 degrees of freedom. Since 

 𝐹0 = 
𝑆𝑆𝑅(

𝛽31,𝛽32
𝛽0

,𝛽1,𝛽2,𝛽3)

2
/𝑀𝑆𝑅𝑒𝑠  =  

0.01197

0.04861
=   0.2463 

, 𝐹2,38,0.95 = 3.23 on 2 and 38 DF, which would be 

referred to the  𝐹2,38 distribution, We do not reject the 

null hypothesis that  𝛽31 =  𝛽32 = 0. We conclude that 

the cubic spline does not spline a better fit.  
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SUMMARY 

 

For any regression procedure, it is desirable to use 

models that closely fit the data. This study critically 

looked into modeling the polynomial and spline 

regression model and its traditional counterpart, 

(polynomial regression on real-life data). 

 

CONCLUSION 

 

Following the outcome of the scattered plot of survival 

time data for cancer patients, our data structures follow 

a quadratic relationship, based on all criteria. This 

means that it is necessary to employ all regression 

diagnostics visualization plots/techniques for assessing 

the quality of the fit of the data to a model which is not 

alone sufficient. Reviewing each structure 

independently, it is possible to draw some general 

conclusions about the quadratic polynomial structure 

and the quadratic spline with two knots location and to 

determine when to use the more complicated spline 

models. If the data between all knot locations and 

endpoints (all partitions) has a quadratic data structure, 

is continuous, and has different slopes, then the 

quadratic spline is the most appropriate modeling tool. 

Finally, when a data structure follows a more purely 

polynomial shape (e.g. quadratic), then quadratic 

polynomial regression (that is the representative of the 

overall respectively) is the best model. For the purely 

polynomial structures, both the polynomial model and 

the spline model are “correct” models for this type of 

structure. However, the traditional regression models do 

not require knowledge of knot location and variation in 

the data. Furthermore, for the cubic polynomial 

regression model, likewise cubic spline we can see that 

indeed the regression diagnostic tools such as the 

Normal Q-Q plot do not reveal a serious departure from 

normality assumption, however, by assessing the 

contribution of the cubic effect parameter, the cubic 

model is inadequate to fit the data, hence, a further 

exercise is required in checking whether a particular 

model fits a data. 
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